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1) What is the maximum speedup of a

parallel processing environment with 50
-0 processors given than 5% of code is
sequential?
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Types of Parallelism: A Taxonomy
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) Devise a program which would result in sum of array X[] with 5,000 elements using 1 processor.

sum = 0;
for (i = 0; 1 <5000; i =1+ 1)
sum = sum + X[1];
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2) Devise a GMSV program which would result in sum of array X[] with 5,000 elements using 50
processor.

Each processor will get-data from shared memo = 100 data points. i.e. PO {0:99},

sum[Pn] 0;
for (i = 100%*Pn;
i < 100*(Pn+1l); i =i + 1)  2LITh

sum[Pn] = sum[Pn] + X[1]; '90/1%/lm) - _.,t“j B?O!
Mamy

vise a DMMP program which would result in sum of array X[] with 5,000 m,dments using 50
processor.
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Each processor gets its 5000/50 = 100 data points in its local memory
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5%()5 for (i = 0; i<100; i =i + 1)

sum = sum + X[1]; Ne‘(\U/C/(\}C.




4) Design a DMMP such that the network is organized as a 4-cube. Determine the number of
processors in such an architecture.




5) Design a DMMP such that the network is organized as a two dimensional torus with the same
number of processors as problem 4.
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6) The following diagram dep1cts a Vector processor for matrix — VCC;tOI' multiplier. Devise a vector processor
matrlx matr1x mult1phcat1on
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Final:

®» Performance problems

» ALU design
® Data Path and control

®» Pipeglining design and issue
® (Jache memory
»/Virtual memory

Parallel Computing



